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a b s t r a c t

Finding a best designed experiment based on balancing several competing goodness
measures of the design is becoming more important in many applications. The Pareto
front approach allows the practitioner to understand trade-offs between alternatives and
make more informed decisions. Efficient search for the front is a key to successful use and
broad adoption of the method. A substantial computational improvement that conducts
a more focused search when the experimenter has a focused a priori preference for the
prioritizations of the multiple criteria is described. By utilizing a user-specified desirability
function weight distribution for quantifying the preferences on different criteria, an
algorithm to efficiently populate the desired portion of the front for two-criterion
optimization is developed. Improvements over the full Pareto front search for completeness
of the front in the region of interest, computational efficiency, and variation of the search
are demonstrated with a screening design example where the objectives are precisemodel
estimation and capability to protect against model mis-specification. Much of the existing
literature focuses exclusively on finding the Pareto front, but does not offer strategies for
making a choice of a best solution from the rich set of options identified on the front. A
streamlined decision-making process with a set of tailored graphical tools to facilitate an
informed and justifiable decision is described. The graphics incorporate a priori focused
prioritization of the criteria, and hence are helpful to match decisions to design goals.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In many design selection/construction situations, better overall designs can be found when diverse objectives are
simultaneously considered. Two alternatives have been developed for this application: The desirability function (DF)
approach (Derringer and Suich, 1980) typically searches for a best desirability score value based on a single subjective choice
of fixed weights for quantifying the contributions from the different criteria specified. Lu et al. (2011); Lu, Anderson-Cook
et al. (2012) describe an alternative process for finding a suite of best designs using the Pareto front (PF) approach. There are
unique challenges for design selection compared with general multiple response optimization due to the discrete nature of
many design criteria from a finite candidate set of design locations, the non-smooth change in design performance due to
the inherent interdependence of design locations, and the existence of isomorphic designs (see amore detailed discussion in
Lu et al. (2011)). The strategic search algorithm proposed in Lu et al. (2011) populates the PF to objectively eliminate inferior
choices in the first phase, and then incorporates the experimenter’s goals to select a best design after assessing performance
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and robustness to different possible weightings. Using the PF allows the practitioner to explore trade-offs between different
candidate solutions, and better understand what choices are possible.

The DF and PF approaches represent two decision-making extremes for the flexibility of choices versus computational
efficiency. The DF search is fast and efficient since it looks at a single functional form with fixed weights for the criteria.
There have been a few alternative functional forms for combining criteria proposed in the literature, such as in Harrington
(1965) andDerringer and Suich (1980). The appropriate DF form should be chosen carefully based on the application-specific
characteristics of the objectives. However, regardless of the functional form, the DF approach (1) requires the user to specify
in advance the range of criteria values on which to scale, and which weights to use for combining criteria in the search;
(2) provides a single answer which gives no frame of reference for calibrating the goodness of the solution found; and
(3) does not allow for easy exploration of the robustness of the solution to different weights when user preferences are
subject to uncertainty.

The general PF approach identifies solutions best for any possible criteriaweight combinations. It allows the user to select
the functional form and weights for combining the criteria after identifying the collection of superior designs. However, the
cost for this flexibility is that the search for the complete PF can often be time-consuming, even though some solutions may
be known to not be of interest ahead of time. In other words, the DF approach is computational efficient by being narrowly
focusedwith the solution potentially sensitive to the subjectiveweighting choices, while the PF providesmaximal flexibility
at the expense of additional computational effort by finding all possible solutions.

This paper proposes an alternative search and decision-making approach for situations with more focused preference of
weighting space, which balances computational efficiency while still allowing a range of weights to be considered. This pro-
vides a timely solution while avoiding the risks of making an over-simplified decision by focusing on just a single subjective
weighting choice. Our experience with design of experiment applications is that it is typically hard for a subject matter ex-
pert (SME) or a decision maker (DM) to specify a single set of weights for optimization, but they are more comfortable with
specifying a range or distribution of weights for describing their preference for the criteria after an initial calibration of what
range of criteria values are likely. When a user-specified range or weight distribution is available, explicitly searching for
only solutions based on these weight combinations within the relevant region can streamline the search, while still allow-
ing flexible exploration of alternatives and their trade-offs. The time-savings for themore focused search can be substantial,
which can make considering the PF approach more appealing.

Approaches for finding partial relevant regions of the PF have been proposed in the literature. Wagner and Trautmann
(2010) approximate a region of the front of interest using DF-based approach with some forms of Harrington’s desirability
function. This and the rich literature on PFs focus on algorithm development for efficiently finding the relevant region of
the PF, but offer little advice about choosing a single justifiable final solution from the front. Lu et al. (2011) proposed a
process with two distinct stages for improved decision-making considering the entire design space. First, the search for the
PF is the objective stage for identifying and understanding possible choices. The second stage involves a process for mak-
ing a defensible choice of a single best solution based on quantitative evaluation of alternative choices and understanding
trade-offs. In this paper, we describe a new search algorithm for efficiently finding the focused region of the front, as well
as how to adapt the second subjective stage for incorporating this preference in decision-making. The graphical summaries
proposed in Lu et al. (2011); Lu and Anderson-Cook (2012) are modified and a new adaptation of the Fraction of Weight
Space (FWS) plot (Lu, Chapman et al., in press) is developed to incorporate user-specified priorities of the experiment into
a simple quantitative summary of individual design performance over the focused weighting space of interest. This enables
better decision-making with easier comparisons of alternatives and is helpful for ranking the choices. In the next section,
we provide some background before introducing the focused PF approach.

2. The general Pareto front approach

Pareto optimization for multiple responses has been extensively used (Coello Coello et al., 2007; Deb, 2001; Kasprzak
and Lewis, 2001) with applications in many different fields (see Gronwald et al. (2008) and Trautmann and Mehnen (2009)
for specialized case studies). The PF approach was introduced to the design of experiments paradigm by Lu et al. (2011). The
approach is comprised of two distinct stages. The first stage finds the collection of not inferior Pareto optimal designs. The
search for the PF is objective without considering any SME or DM opinion about the prioritization of the objectives, how to
convert the criteria values to the DF scale, or how to integrate the criteria into an overall summary for ranking design per-
formance. All contending designs are compiled with a Pareto search algorithm, and then used in the second stage to guide
making a justifiable choice based onmatching the design performancewith experimental goals. Since a complete PF includes
all contending designs across all possible weights, the experimenter has a better understanding of the interrelationship of
the criteria, and can better choose weighting and scaling schemes for the criteria.

A key to the success of the general PF approach is to efficiently populate the complete PF. A traditional point exchange
algorithm based on a candidate design point list uses multiple starts, and looks for a single solution from each random
start by iteratively swapping out individual points with alternatives until no improvement can be made to all criteria
simultaneously. The Pareto Aggregating Point Exchange (PAPE) algorithm (in Lu et al. (2011)) improves computational
efficiency by evaluating all designs and accumulating the PF throughout the search process. Lu and Anderson-Cook (2012)
refine the PAPE algorithm with a less greedy search updating mechanism and diversifying the search directions to give
better coverage and reduced chances of getting stuck at local optima. Searching in multiple diverse directions using a grid
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Table 1
Criteria values for the nine points on the complete PF based on D-efficiency and tr(AA′).

Design (D-eff., tr(AA′)) Design (D-eff., tr(AA′)) Design (D-eff., tr(AA′))

1 (0.771, 2.345) 4 (0.886, 2.480) 7 (0.916, 2.944)
2 (0.797, 2.367) 5 (0.902, 2.618) 8 (0.928, 3.000)
3 (0.863, 2.420) 6 (0.907, 2.920) 9 (0.939, 3.333)

of weight combinations more quickly populates the PF. Note that all of the above search algorithms evaluate all individual
designs for inclusion on the PF using their original criteria values. The DF metric used in the updating step is to direct the
parallel searches to reach different regions of the PF more quickly and directly, and hence improve search efficiency. The
completeness of the identified front is related to, but not dependent on the particular DF form used during the search. Based
on our experience, when a fine grid of weight combinations are used for guiding the search directions, the result is quite
robust to the DF form choice. More details of these algorithms and their comparison are available in Lu and Anderson-Cook
(2012).

After building the PF, the Pareto decision-making analysis is conducted using graphical summaries. Consider one of the
examples adapted from Lu et al. (2011) with the goal of finding a 14-run screening design for 5 factors with the goals of
better precision of model estimation and protection from model mis-specification. The primary model of interest includes
all main effects (A–E) and a subset of the two-factor interactions (AB, AC, BD, and CE). Although prior scientific knowledge
suggests that these are the most likely terms, there is interest in protecting against one or more of the remaining two-factor
interactions (AD, AE, BC, BE, CD,DE) being active. Based on this model, suitable candidate design locations are all combina-
tions of the two factor levels (−1, +1). Two criteria, maximizingD-efficiency andminimizing tr(AA′) are chosen to quantify
the chosen design characteristics. D-efficiency, defined as |X1

′X1|
1/p/N where X1 is the design matrix expanded to the form

of the specified model with p terms and N observations, is a common criterion for quantifying the precision of the coeffi-
cient estimates for a givenmodel. For a specifiedmodelmatrix,X1, with potential missing terms listed inX2 (seeMyers et al.
(2009, p. 284)), we define the alias matrix, A = (X1

′X1)
−1X1

′X2. Then, tr(AA′) measures the potential bias of the estimated
coefficient if the specified model is inadequate. Smaller tr(AA′) values suggest designs with better protection against model
mis-specification.

The complete PF based on the two criteria is found by using the PAPE algorithm and shown in Table 1 and Fig. 1(a). The
front contains nine points, labeled designs 1–9, fromworst to best D-efficiency. The Utopia point, defined to simultaneously
have the best observed values for both criteria (maximum D-efficiency andminimum tr(AA′)), is shown in the bottom right
corner of the plot.We see somedisproportionate gains in one criterion by sacrificing from the optimumof the other criterion.
For example, design 1 has the smallest tr(AA′) value. A slight sacrifice in tr(AA′) from 2.345 to 2.420 (about 3%) gives an
alternative, design 3, with about a 12% gain in D-efficiency from 0.771 to 0.863. Hence, it is possible to achieve substantial
gains in one criterion without too much sacrifice from the other.

Fig. 1(b) shows the best designs for all additive weight combinations of the two criteria using DF = w1c1 + w2c2, with
wi = 1 and for ci between 0 and 1 (scaled for the worst and best values of that criterion on the PF, respectively). Designs

1, 3, 4, 5, 8, and 9 are optimal for at least some sets of weights with increasing emphasis on D-efficiency. Designs 2, 6, and 7
are not optimal for any weights since they are not on the convex hull of the PF in Fig. 1(a). If another DF form is suggested
by SME knowledge, then this plot can be easily adapted to reflect this form. From Fig. 1(b), when D-efficiency and tr(AA′)
are equally important (w1 = w2 = 0.5), design 4 is best with considerable robustness around this specified weighting. As
D-efficiency is given more weight, design 5 or 8 becomes the best. If D-efficiency is weighted more than 83%, then the best
choice is the D-optimal design (design 9). Given Fig. 1(b), the experimenter can select a best design to match the goals of
the study.

To better understand the performance of a particular design, Lu and Anderson-Cook (2012) developed a synthesized ef-
ficiency plot to show design performance relative to the best available for different weightings of criteria. The synthesized
efficiency for a design is defined as the ratio of its DF score to the optimal DF value for a particular weight combination.
Fig. 1(c) shows the synthesized efficiency plot for the six designs from Fig. 1(b). The 20 shades of white–gray–black sum-
marize the high (white is 95%–100% efficient) to low (black is 0%–5% efficient) synthesized efficiency for different weights
for an individual design. Designs 1 and 9 are both optimal for a single criterion, and hence have a white region with highest
efficiency for that optimal criterion and a dark region where more emphasis is placed on the other criterion. Designs 3–5
all have a large region of white with no extreme dark shading (efficiency below 50%), which indicates well balanced per-
formance across the entire weighting space. The synthesized efficiency plots help visualize the range and relative quality of
good performance for individual designs.

The fraction of weighting space (FWS) plot (Lu, Chapman et al., in press) provides an overall quantitative summary of in-
dividual design performance across the entire weighting space and allows for easy comparison between competing choices.
Fig. 2 shows the FWSplot for the six designs in Fig. 1(b) and (c). The line for each design shows forwhat fraction of theweight-
ing space it has synthesized efficiency at least as large as a certain percentage of the best possible design performance for
a particular weight combination. The calculation for the FWS plot is built from the set of synthesized efficiency values for
a fine set of weight combinations in Fig. 1(c). The distinct efficiency values are found and sorted in descending order, and
then plotted versus the fraction of weight combinations with efficiency at least as large as that value. The smoothness of the
FWS plot is improved by using a finer set of weight combinations.
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Fig. 1. (a) The complete PF based on D-efficiency and tr(AA′); (b) best designs for different weightings of the two criteria when additive DF form is used;
(c) synthesized efficiency for different weightings for selected designs. The white–gray–black shading shows high to low synthesized efficiency.

From Fig. 2, we see that design 4 is at least 80% efficient for close to 80% of the weighting space. Design 5 has the best
(highest) worst efficiency across the entire weighting space, but is not as good as design 4 for the majority of the weighting
area. Design 3 has higher synthesized efficiency than design 5 for about 60% of the weighting space but has worse efficiency
for the remaining area. Designs 1 and 9 each have efficiencies below 60% for about half of the weighting space. Design 8 has
consistently higher efficiency than designs 1 and 9 across all possible weights but is uniformly outperformed by designs 3–5
for all fractions. The FWSplot adapts easily for any number of criteria andhence provides an easy dimension-free comparison
between designs.

The above summaries assume no a priori information about whether some criteria are considered more important than
others, and the set of weight combinations are chosen by evenly spreading them across theweighting space. However, there
are situations when only a limited range of weightings are considered relevant and/or the weight combinations within the
range are not equally likely. For example, consider that the experimenter wishes to emphasize precise model estimation
with a weighting of D-efficiency between 60% and 80%, where the most likely weight is around 70%. Then a Beta (71, 31)
distribution with approximate mean of 0.70 and standard deviation (sd) of 0.045 could describe the user’s preference for
weights and is shown as the double dashed line in Fig. 3. We use the parameterization where the mean and variance of
a Beta(α, β) are α/(α + β) and αβ/((α + β)2 (α + β + 1)), respectively. The Beta distributions is a natural choice for
quantifying the weighting preferences since it is familiar to many practitioners, and has a range of values between 0 and 1
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Fig. 2. The FWS plot for designs displayed in Fig. 1(c). The horizontal axis represents the fraction of weighting space that has synthesized efficiency at
least as good as the corresponding efficiency value shown on the vertical axis.

Fig. 3. Five different choices of weight distributions for D-efficiency.

with substantial flexibility in the shape, spread and symmetry of the distribution with different choices of parameters. For
this example, the Beta distribution captured the SME’s weighting preferences, but any other distribution could be used for
other applications.

Other choices of weighting distribution are shown to illustrate some candidates for different users’ preferences. For
example, a Beta (10, 10) with mean = 0.50 and sd = 0.109 gives a wider spread of weightings for the two criteria, while
a Beta (50, 50) with mean = 0.50 and sd = 0.050 has a more limited range. Compared to Beta (71, 31), Beta (15, 7) gives
more emphasis on D-efficiency and considers a wider range of weights.

When only a limited region of weighting is relevant, seeking the complete PF search is not the most efficient use of
computing resources. Hence, we develop a new tailored search algorithm which reduces search times by adapting the
complete front search to find only the collection of solutions of interest. Details of the new search algorithm are given in
Section 3. The target front growth summary quantitatively assesses search performance relative to the original complete front
search in Section 4. In addition, graphical summaries are adapted to incorporate the users’ potential non-uniform interest
in the weighting space. These methods are illustrated in Section 5 using the screening design example. The impact on the
search and obtained results for different user-specified weight distributions are explored and evaluated. Another possibility
for improving the search algorithm is with stratified random sampling of weights (Lu and Anderson-Cook, 2012) to guide
the search in diverse directions while allowing some of the uncertainty of weight specification to be included. Note that in
this paper we choose to use Beta distributions for capturing the weighting preference of the two criteria due to its flexible
shape of distribution, easy interpretation of parameterization as well as its natural scaling in the [0, 1] range. However, the
focused Pareto search method and its advantage in computational efficiency are not restricted to this specific distribution.
In addition, the method can be easily adapted to applications with different design scenarios and other criteria of interest.
Section 6 has some discussion about adapting to related scenarios such as the use ofmultiplicative DF form and the stratified
random weights for directing the search.
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Fig. 4. Alternate updating mechanisms for two-criterion maximization scenario. (a) The greedy search approach can move only to an upper right quarter
of the space. (b) The fixed weights approach can move to directions determined by all the weight combinations identified on the (0, 1) line segment. The
upper right corner shows the weight combinations specified by a Beta (50, 50) and a uniform/Beta (1, 1) distribution by using 2.5%, 25%, 50%, 75%, and
97.5% quantiles. (c) The stratified random weights approach uses a stratified random sample of weights to determine the moving directions. The upper
right corner shows the stratified regions partitioned by the 2.5%, 20%, 40%, 60%, 80% and 97.5% quantiles for a Beta (50, 50) and a uniform distribution.

3. Focused Pareto front search

This section gives details of the new focused PF search algorithm. The computational gains in its performance for finding
the best solutions in the target range of the weighting distribution are demonstrated in Section 4 with the screening design
example.

The original PAPE algorithm updates the current design (hence directing the search) by iteratively exchanging locations
in the current design matrix with alternatives from a candidate set. Updating is based on finding strict improvement for at
least one of the criteria without diminishing other criteria performance. We consider this to be a greedy search mechanism
since it requires rigorous improvements based on all criteria simultaneously. This makes it difficult to update the current
design and constrains the search to only move in a portion ( 1

2k
for k criteria or a quarter for two criteria as illustrated by the

gray region in Fig. 4(a) when the goal is maximizing both criteria) of all possible directions relative to the current design
(denoted by the black solid circle in Fig. 4(a)). More random starting designs can mitigate the chance of getting trapped
at local optima, but search performance is dependent on where the starting design falls in the design space. This leads to
large variability based on the random starts. Lu and Anderson-Cook (2012) demonstrated that the greedy search method
is an improvement over the traditional point exchange, but it can suffer from poor front coverage, low efficiency and large
variability across multiple random starts compared to its enhancements.

Oneway of enhancing the search (suggested by Lu and Anderson-Cook (2012)) is to direct the search by using desirability
functionswith a fixed set of weights for the criteria. For eachweight combination from the pre-determined set, a desirability
index is calculated for every searched design to determine if the current design should be replaced by a new one. This directs
the search toward designs best for that particular weight combination. Throughout the search, all designs are evaluated for
inclusion on the PF based on their original criteria values. Consider the example with the PF shown in Fig. 1(a), a weight
combination (1, 0) guides the search toward the D-optimal portion of the front, while a weight combination (1/2, 1/2)
directs the search to the bottom right corner of the front. Designs best for slightly different weights than those targeted by
the grid of weights are likely to be found as the search explores the space.

For the scenario with no prior preferences between criteria, the weighting space (represented by the line interval in
Fig. 1(b) for the two-criterion case) can be explored by selecting weight combinations evenly spread over the entire space.
For each random starting design, independent searches are conducted for all specified weights in multiple directions. The
overall PF is updated based on all concurrent searches. By pursuing diverse, appropriately spaced directions, the search
covers all regions, but also has minimal overlap of search paths for each random start. Also with the radiating searching
paths, the performance is less dependent on the random starting designs. Therefore, the method has potential to find the
complete front more efficiently and with less variability.

Note that the desirability function index used at each updating step is dependent on the scaling of the criteria values,
which in turn depends on understanding the range of the criteria values. The best value for each criterion is easy to find
with single criterion optimization. There are more possibilities for specifying the worst value (which maps to 0 in the
scaled desirability). One simple choice is to use the natural worst value based on the definition, such as using the value
0 for D-efficiency for non-estimable designs. Another choice is to conduct some preliminary searches to optimize several
subsets of the criteria, and then choose the worst value found from these results. For the two-criterion case, due to the
unique ordering of points on the front, improving one criterion necessarily leads to a worse value for the other. Hence a
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good strategy is to conduct preliminary searches for each criterion individually and scale the worst value found to zero for
each criterion. However, this approach does not extend to cases with three or more criteria, and hence some alternative
preliminary searches may be needed to gain some insights about sensible ranges of the criteria values.

Fig. 4(b) illustrates the general fixed weight updating mechanism. The solid black circle represents the current design at
any step. The radiating arrows from the current design showmultiple concurrent search directions determined by different
weight combinations. The set of weights for the complete PF search is determined by evenly spreading the total number of
weight combinations across the entire space. For amore focused Pareto search, we propose to use evenly spaced percentiles
from the user-specified distribution.

The top of Fig. 4(b) shows possible weight combinations from a Beta (50, 50) distribution for quantifying the preference
for D-efficiency (the weight for tr(AA′) is one minus the D-efficiency weight). The experimenter decides that the middle
95% of this distribution is of interest, and hence the weight for the D-efficiency criterion is bounded by the 2.5 and 97.5
percentiles. Within the range of interest, a set of evenly spaced quantiles specify the weight combinations from the chosen
distribution, to divide theweighting space based on theprobability distribution, andhence reflects a non-uniformpreference
on the weight combinations. The five black solid circles denote five weight combinations corresponding to 2.5%, 25%, 50%,
75%, and 97.5% quantiles from the Beta (50, 50) distribution.

The second horizontal line in Fig. 4(b) shows theweight combinations based on the samequantiles fromauniformweight
distribution. This corresponds to the scenariowith no a prioripreference on the criteria butwith less interest in the extremes.
The complete search with no prior preference can be considered as a special case with a uniform weight distribution and
extreme tail quantiles for specifying the range. Compared to the uniform distribution, the more concentrated Beta (50, 50)
distribution puts the majority of search effort on the center of the weighting space. The number of quantiles determines
the spacing between search directions. As the number of quantiles selected increases, the directions explored becomemore
dense, but require additional time for each random start.

The focused fixed weight Pareto search process is summarized as below:
Step 1: Specify the scaling scheme for converting the criteria values to the range [0, 1] and a function for combining the criteria
into a single desirability function index (typically, additive or multiplicative). Some preliminary searches based on each of the
individual criteria can provide an understanding of the ranges of criteria values, or the user can use a natural worst case.
Note that our experience shows that the search process is somewhat robust to the scaling choice within a sensible range,
since the use of a fine set of weight combinations with good spread can compensate for the sensitivity of search results to
the scaling scheme for an individual weighting choice.
Step 2: Specify the weight distribution (to describe the experimenter’s a priori preference of different criteria) and percentiles
from the specified distribution (for appropriate coverage of the focus region).
Step 3: Randomly generate a non-singular starting design of appropriate size from the candidate set of design locations using
sampling with replacement. (For other problems which might require special design restrictions on candidate locations or
design structure, special adaptations may be required for generating the starting design and the updating process.)
Step 4: For each random start, conduct concurrent searches to improve the desirability score based on all specified weight combi-
nations. For each search, the current design is updated by exchanging rows in the designmatrix with an alternative from the
candidate set when the new design represents an improvement in the calculated desirability function index. More specif-
ically, the criteria values of the current and new designs are scaled to [0, 1] based on the chosen scaling and their corre-
sponding desirability function index values are calculated based on the specific weight combination. If the new design has a
larger value than the current index value, then the current design is replaced by the new design. Each iteration updates the
current design until no improvements are possible. A separate process evaluates all designs and combines all concurrent
search results to populate the PF.
Step 5: Repeat Steps 3 and 4 for multiple random starting designs. The PF is updated to add new solutions as they are found
and to remove inferior choices as new solutions improve the front. The updated PF is summarized after each random start.

An alternative to the fixed weight search is to use stratified random weights generated from the user-specified weight
distribution. As shown in Fig. 4(c), the weight distribution is divided into multiple strata/regions with approximately even
probability for each stratum. This can be done with a set of evenly spread quantiles from the distribution. At each updating
step, a weight combination is randomly selected from each stratum. For each random starting design, multiple concurrent
searches are conducted based on the random weight combinations generated from the weight regions. The stratification
ensures diverse directions, but the random selection of a weight within each stratum allows small variation in direction.
Like the number of quantiles chosen for the fixed weight search, the number of strata determines the spacing of the search
directions. Lu and Anderson-Cook (2012) compare computational efficiency between fixed weights and stratified weights
for the complete PF search. In this paper, we demonstrate the computational gains obtained from the focused Pareto search
with fixed weights.

4. Performance of the focused Pareto front search

This section compares the focused and complete PF searches using fixedweights. The performance of the searchmethods
are assessed using a PF growth plot (Lu and Anderson-Cook, 2012), which quantitatively summarizes three important
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Table 2
Summary of times (measured in minutes) for finding the target designs on PF based on D-efficiency and
tr(AA′) for different user-specified DF weight distributions.

Weight distribution Target designs 5 quantiles/weight comb. 11 quantiles/weight comb.
Median 95% range Median 95% range

Uniform/Beta (1,1) 1, 3, 4, 5, 8, 9 2.70 (0.74, 9.52) 2.60 (0.68, 7.47)
Beta (10,10) 3, 4, 5 0.93 (0.21, 2.60) 0.92 (0.18, 3.85)
Beta (50,50) 4, 5 0.49 (0.18, 1.21) 0.40 (0.14, 0.87)
Beta (15,7) 4, 5, 8, 9 0.35 (0.14, 0.87) 0.34 (0.16, 0.87)
Beta (71,31) 5, 8 0.34 (0.16, 1.04) 0.28 (0.17, 1.20)

characteristics of the search process: the completeness of the generated front, how quickly the search finds the front, and
the growth variation associated with the use of multiple random starting designs.

We focus on the designs in the region of interest for evaluating search performance. Designs found on the front but not
optimal for any weight combinations in the range of interest have been determined less relevant for the final decision, and
hence are not considered. For the screening design example summarized in Fig. 1, the six designs shown in Fig. 1(b) are
used to assess the performance of the complete PF search. For any focused non-uniform weight distribution, a subset of the
six designs in Fig. 1(b) which fall within the bounding range of interest are considered as the desired target set. The second
column in Table 2 shows the target designs for the distributions in Fig. 3. For example, a Beta (10, 10) distribution aims to
find designs 3–5 that are optimal in the central region of the weighting space. However, when the narrower Beta (50, 50)
distribution is specified, fewer designs (4 and 5) are important. The last two rows in Table 2 correspond to using the skewed
distributions with more emphasis on the D-efficiency criterion (Beta (15, 7) seeks designs 4, 5, 8 and 9, while Beta (71, 31)
seeks only designs 5 and 8).

To access the completeness of the identified front by a certain search algorithm, the best available front is needed as
the ‘‘gold standard’’ for comparison. This should be obtained by combining information from all available sources for each
particular application. Note that for a practitioner finding an optimal design for a specific problem, this stage of quantifying
performance is not needed, but we include it here to illustrate the improvements possible. The efficiency of the search is
evaluated based on the computer time needed to find the front. The associated process variation from the use of random
starting designs is quantified by using a resampling method by sampling without replacement from a set of independent
searches based on a small number of random starts (see Lu and Anderson-Cook (2012) for more details). The process for
creating a front growth plot for a computing time-based summary of the proportion of the target designs found by a search
method and its associated uncertainty is briefly described below.

First, Nb batches of searches, each with Nr random starts, are conducted using parallel computing. A PF is found for each
batch of Nr random starts and the computing time used is recorded. An overall PF (typically used as a ‘‘gold standard’’ if no
other information is available) can be obtained by combining all results from Nb batches.

In the second step, Ns simple random samples with Ng batches in each sample are drawn from the Nb batches using
sampling without replacement (since replicated batches do not contribute to the growth of the front). Note that Ng should
be considerably smaller than Nb and a sampling fraction (Ng/Nb) between 10% and 20% is typically recommended. For each
samplewithNg independent fronts, a new set ofNg fronts are obtained by sequentially accumulating the fronts. For example,
the first new front is based on the first of the Ng batches. The second new front is the combined front for the first and
second batches together. The proportion of the target designs found and the computational time are calculated for the Ng
sequentially growing fronts. Note that the proportion is non-decreasing and computing time increases asmore randomstarts
are run. This progression of computer time and associated accumulated fronts are calculated for each of the Ns samples.

In the third step, the Ng proportion values are plotted versus computing times for all Ns samples using a step-function.
The origin corresponds to having no front after no searches. The proportion jumps to a non-zero value with the first batch
of results when at least one design in the target set has been found, and then remains flat until the time when at least
one additional design in the target set is found. Different samples grow at different rates, which reflect the variation from
random starting designs.

The last step summarizes the distribution of Ns paths with the median, lower (e.g. 5%) and upper (e.g. 95%) empirical
quantiles of the proportion of designs found at any time. More specifically, all time points where any path has a jump are
sorted in ascending order. At each of these times, the median number of designs found across all the paths is found. By
connecting the set of all median values for all times, the median line across the time range explored is found. The lower and
upper empirical quantile summaries can be similarly obtained.

Fig. 5 shows the front growth plot for the screening design example for different weight distributions for D-efficiency
and tr(AA′). The scaling for both criteria was chosen so that the desirability scaled zero for both criteria was specified as
the worst value on the PF. The results are obtained by using Nb = 500, Nr = 2, Ns = 100, and Ng = 80 for the uniform
distribution and Ng = 20 for the Beta distributions shown in Fig. 3. The number of random starts within each batch, Nr , was
determined by the relative speed to populate the front based on some preliminary runs. Typically a small number for Nr is
used to smoothly display the progressive front growth process. The number of groups drawn in each samplewas determined
based on the time to find the all target designs for the worst case scenario summary.
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(a) Uniform/Beta (1, 1). (b) Beta (50, 50).

(c) Beta (15, 7). (d) Beta (71, 31).

Fig. 5. PF growth plots for different weight distributions for D-efficiency and tr(AA′). The black and light gray lines represent searches using 5 and 11 fixed
weight combinations. For each search, the three lines correspond to the 95% (dashed), 50% (solid) and 5% (dashed) empirical percentiles.

Fig. 5(a) shows the PF growth plot for a uniform or Beta (1, 1) weight distribution, where we seek to find all six designs
in Fig. 1(b). The black lines correspond to the search based on 5 weight combinations (2.5%, 25%, 50%, 75%, and 97.5%
percentiles), while the gray lines are for 11 weight combinations (2.5%, 10%, 20%, . . . , 80%, 90%, and 97.5% percentiles).
The three lines for a given search are the 95% (dashed), median (solid), and 5% (dashed) summary lines from the top to
the bottom, respectively. The step-function growth path summary shows the time to populate the front on a modern quad
core processor desktop machine with the inherent variation from the random starts. Times for finding the target designs on
the PF are summarized in Table 2. The median time to complete the search is around 2.7 min and the 90% range of time is
between 0.74 and 9.52 min. This wide range of times indicates large variability of search time among the use of different
random starting designs. Using 11 quantiles for determining the weight combinations is slightly faster for the median and
95% summary, but slightly slower than the 5 quantiles when the worst case scenario is considered. Generally the search
guarantees finding all the target designs within 10 min for this uniform weight distribution scenario.

Fig. 5(b) shows the growth plot for a Beta (50, 50) distribution. Only two target designs (4 & 5) are sought for this dis-
tribution as the weight combination quantiles are centered around equal weights for the two criteria. The search finds the
target designs much faster than for the uniform weighting preference with a median time of half a minute. The worst case
(5% quantile) times are 0.87 and 1.21 min for 5 and 11 quantiles, respectively.

Fig. 5(c) and (d) show the Beta (15, 7) and Beta (71, 31) skewed weight distributions which place more emphasis on
D-efficiency. Themedian time for finding the complete set of target designs is between0.3 and0.35min for bothdistributions
for either 5 or 11 quantiles. In this example, the efficiency of the search for both numbers of quantiles is similar, showing that
there is considerable robustness to this choice. The richer search with more weight combination quantiles requires more
time for each random start, but produces comparable results with fewer starts. The focused search with an appropriately
specified weight distribution provides substantial improvements (about 2.8–9.3 times faster based on themedian time, and
1.9–10.9 times faster for the 95th percentile for this example) with less variability compared to the complete front search.
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Fig. 6. (a) The complete PF based on D-efficiency and tr(R′R); (b) best designs for different weightings of the two criteria for the additive DF.

Table 3
Criteria values for the 4 optimal designs for different
weightings of D-efficiency and tr(R′R).

Design (D-eff., tr(R′R)) Design (D-eff., tr(R′R))

A (0.788, 0) C (0.928, 28)
B (0.866, 8) D (0.939, 32)

Nextwe consider the same examplewith an alternative criterion,where an experimenter seeks a 14-run screening design
for the same model and potential missing model terms as before, but now considering D-efficiency and tr(R′R) criteria. In
contrast to the tr(AA′) criterion, tr(R′R) quantifies the potential bias for the estimate of experimental error variance from a
mis-specifiedmodel, whereR = X1A−X2 (seeMyers et al. (2009)). Fig. 6(a) shows the richer PFwith 23 designs obtained for
the complete front and Fig. 6(b) shows the four optimal designs (A–Dwith criteria values shown in Table 3) for all weighting
combinations when additive DF is used. Designs A, B, and D are all optimal for a wide range of weight combinations. Design
C is optimal for only a very narrow range of weights when D-efficiency is weighted around 60%.

The same weight distributions from Fig. 3 are explored for assessing the performance of the focused PF search. Again
the zero value on the desirability scale is selected to match the worst values from the complete PF. Table 4 shows the sets
of target designs for the various weight distributions and the quantile summary of times for completing the search. Fig. 7
shows the front growth plot for differentweight distributions, using the same parameters (Nb,Nr ,Ns, andNg ) as the previous
example. The median time for finding all four designs from the uniform distribution is around 1.3 min and 95% of searches
are successful in no more than 8.2 min. When a more focused distribution is specified, the computing time for finding the
target designs is substantially reduced with less variation in the process. Here, all the focused PF searches are more efficient
(here, 1.2–7.9 times faster for the median time, and 1.8–38.8 times faster for the 95th percentile) with less variability.

Both examples demonstrate that the focused search can substantially reduce search times while still finding all the de-
sired designs for decision-making based on focused preferences. If an alternate DF form is suggested by the SME, then this
can easily be inserted into the search algorithm. The total times for the searches are relatively short for this problem in-
volving a small design. However, as the number of runs and candidate locations increase, the total time for the PF search
can grow quickly. Hence the focused PF search allows better scalability with even more advantageous time savings in these
cases, andmakes the PF approachmore viable for a broader set of design of experiment situations. The PF growth plot effec-
tively shows the timing for populating the front and quantifies the completeness, efficiency, and variation of certain search
methods. The use of a resampling method for quantifying the process variation has computational advantages compared to
running a large sample of independent searches for the complete front.
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Table 4
Summary of computing times for finding the target designs on the PF based on D-efficiency and tr(R′R) for
different user-specified DF weight distributions for D-efficiency.

Weight distribution Target designs 5 quantiles/weight comb. 11 quantiles/weight comb.
Median 95% range Median 95% range

Uniform/Beta (1,1) A, B, C,D 1.34 (0.26, 5.66) 1.32 (0.31, 8.14)
Beta (10,10) A, B, C,D 1.15 (0.20, 3.12) 0.70 (0.17, 2.15)
Beta (50,50) B 0.60 (0.15, 2.37) 0.80 (0.18, 3.53)
Beta (15,7) B, C,D 0.84 (0.18, 2.76) 0.71 (0.17, 2.47)
Beta (71,31) C,D 0.17 (0.14, 0.30) 0.17 (0.14, 0.21)

(a) Uniform/Beta (1, 1). (b) Beta (50, 50).

(c) Beta (15, 7). (d) Beta (71, 31).

Fig. 7. PF growth plot for different weight distributions for D-efficiency and tr(R′R). The black and light gray lines represent searches using 5 and 11
quantiles for determining the fixed weight combinations. For each search, the three lines correspond to the 95% (dashed), 50% (solid) and 5% (dashed)
empirical percentiles.

5. Decision-making based on a focused Pareto front

After obtaining the focused PF based on the user-specified distribution of weights of interest, the second stage is to
incorporate the experimenter’s priorities into decision-making by comparing the trade-offs and relative performance of the
candidate solutions. If a non-uniform weighting preference has been specified for prioritizing the criteria, then this should
also be utilized in this subjective phase.

We now return to the first example, where the experimenter has specified a Beta (15, 7) distribution for the weighting of
D-efficiency, since it is considered more important than tr(AA′) in selecting the final solution. Note this weight distribution
choice is dependent on a user’s understanding of the problem and preference of the relative importance of the criteria. In
eliciting this distribution, it may be helpful to have the user identify a point estimate for the primary weight combination
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Fig. 8. Graphical summaries for a focused front based on D-efficiency and tr(AA′) for a user-specified Beta (15, 7) weight distribution: (a) trade-off plot;
(b) best designs for different weightings of criteria and their synthesized efficiency plots; (c) FWS plot for designs selected in (b).
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of interest, and then specify how much spread around that weight is of interest. If the user has limited knowledge on this,
then a complete Pareto front search should be conducted without imposing any weighting preferences. Fig. 8 shows the
graphical summaries adapted for the focused weighting preference. The focused PF search for Beta (15, 7) found 8 of the 9
designs from the complete front in Fig. 1. Design 2 was not found by the search, but this does not affect the final solution
since it is not optimal for any weighting. With the additive DF being used, four (4, 5, 8, and 9) designs are in the focused
range. The trade-off plot for the four target designs as well as the individual criterion optimal designs used to define the
scaling of the plot are shown in Fig. 8(a). With the more focused weighting interest, the four designs are shown in black
symbols. The tr(AA′)-optimal design 1 used to define the scaling is shown with an open symbol but is not of interest for the
priorities of this study since it is optimal when tr(AA′) is weighted for at least 88%.

Fig. 8(b) shows the regions of different weightings corresponding to the four target designs within the focused range
of interest and their synthesized efficiency plots. The top portion shows the specified weight distribution with the range
of interest (the middle 95% area) bounded by the two vertical lines below the density curve. The best designs for different
weightings within the range of interest are shown on the horizontal line segments underneath the weight distribution. This
plot can help the experimenter identify the optimal design for any particularweighting of interest. Beloware the synthesized
efficiency plots for the four target designs. The plot shows the synthesized efficiency relative to the best possible design
performance for every possible weightings in the range of interest. Note within the focused region, the weight distribution
for optimal designs and the synthesized efficiency plots match results in Fig. 1(b) and (c).

Similar to Zahran et al. (2003) who suggest non-uniform weighting for the Fraction of Design Space plot for unequal
emphasis of the design space, Fig. 8(c) shows the adapted FWS plot over the focused region for the four designs. Note that
the FWS summary for eachdesign is integratedusing theweight distribution for the range of interest, andhence is dependent
on the distribution shape and extreme percentiles selected by the user. For this example, the experimenter selects the 2.5%
and 97.5% percentiles of the Beta (15, 7) to define the range. To calculate the FWS curve, a fine grid of evenly spread quantiles
in the range is selected to determine weight combinations corresponding to the centers of a set of approximate rectangles
under the distribution curve with approximately equal areas to equally partition the probability region. Summarizing with
this set of weight combinations represents a discrete approximation to the user-specified continuous weight distribution
within the region of interest. For the Beta (15, 7) distribution, design 5 has uniformly best efficiency across the focused
weighting space, since design 5 is optimal for many weights with the highest density of the distribution. Design 8 has the
second highest synthesized efficiency for the top 60% of the values, before its FWS line crosses the design 4 curve for a
portion of the lower efficiency values. Design 9 has the uniformly worst synthesized efficiency over the entire region of
interest, since it is best for only weights near the edge of the chosen distribution. Comparing Fig. 8(c) with Fig. 2 (where
no design is uniformly best and design 4 is best for a majority of the weighting space), the relative performance of the
four designs has changed substantially and design 5 becomes the global winner for the Beta (15, 7) preferred weighting
distribution.

To illustrate the impact of the distribution within the range, consider the same range of interest, but with a uniform
distribution in Fig. 9. In this case, weights around the peak area of the Beta (15, 7) distribution are considered equally
important to the boundary region. Comparing the results with Fig. 8(c), we see that design 5 is still the universal winner, but
the proportion of efficiencies above various thresholds becomes slightly smaller since the high efficiency area is weighted
less for this distribution. Design 8 is better than design 4 for the upper 40% efficiency of interest. Otherwise, design 4 is the
second best across a majority of the weight space considered. Design 9 still has the worst synthesized efficiency across the
focused region. As is desirable, different user emphases within the region can result in different relative performance of
designs as summarized by FWS, and hence could potentially lead to different final decisions. This reinforces the benefits of
this approach as the specific priorities of the experimenter can be quantitatively incorporated through the user-specified
distribution to reach a tailored solution to the experiment of interest. It is also straightforward to examine the sensitivity of
results to different distributions within a given range.

6. Discussion and conclusions

The PF approach can guide practitioners to improved decisions when balancing multiple objectives. The objective PF
search process identifies contending choices considering all criteria simultaneously. Then an informed decision can bemade
based on considering the trade-offs between alternative choices and their performance for different emphases of the criteria
thatmatch the goals of the study. Themethod allows great flexibilitywithoutmuch extra computationalwork for evaluating
the impacts on the chosen solution of subjective aspects of the decision-making including the prioritization/weighting of
the criteria, scaling used for converting the criteria values onto a 0–1 scale, and the metric for integrating multiple criteria
into an overall summary index.

Finding all contending solutions in the objective search stage is important for understanding what alternatives exist,
and to calibrate the possible range of criteria values. However, the complete PF search can be time consuming for larger
design sizes, many candidate design locations and more criteria. To facilitate broader adoption of the PF approach for
selecting tailored designed experiments, the development of efficient search algorithms with good scalability is important.
This paper focuses on improving the computational efficiency of the search when a priori there is a focused preference on
the prioritization of the criteria. This is a common scenario for many design selection problems where a region of possible
criterion weightings can be specified by a subject matter expert or a decision-maker with a non-uniform distribution to
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Fig. 9. The FWS plot obtained by using a uniform distribution for the 95% middle interval of weights for a focused PF based on D-efficiency and tr(AA′)

with a user-specified Beta (15, 7) distribution.

summarize the unequal preference on differentweightings. For a user-specifiedweight distribution, we develop the focused
PF search algorithm using fixed weightings (Lu and Anderson-Cook, 2012) to improve the search efficiency. Multiple fixed
weight combinations within the range of interest determined by a set of quantiles of the specified distribution are used to
guide the search heading in diverse directions simultaneously for better coverage, efficiency and consistency of performance.

At each updating step, the DF indices are calculated for each set of the fixedweights for both the current and new designs
generated with themodified PAPE algorithm. To use the focused PF approach, some decisions are required. First, the criteria
values need to be converted to a 0–1 scale to calculate the overall DF index. Hence best and worst values must be specified
before performing the search. The best value can be found easily by conducting a single criterion search. The worst value
can be specified based on either using a natural worst value or from preliminary searches based on subsets of the criteria.
When using a set of well spread multiple weight combinations, the search result is somewhat robust to different scaling
choices.

Second, other user-specified choices are the set of quantiles used for determining the extreme percentiles for the range
to be explored and set of weight combinations for directing the search. A finer set of weights provides good coverage of
the front, but does increase the computational time as the number of parallel searches increases. In the screening design
example in Section 4, using 5 and 11 quantiles are explored. The use of 11 quantiles has slightly better performance for most
of the scenarios explored, but with little practical difference observed.

Third, a DF metric should be selected for integrating multiple criteria into an overall summary. The additive and
multiplicative DFs are two common options with different penalties on worst performance for at least one of the criteria.
Other forms have also been suggested in the literature. The experimenter should decide which metric is most appropriate
to summarize study goals. The example in Section 4 used the additive DF, but could easily be adapted to other metrics. Note
that the metrics used during the searching process and for the graphical summaries should be consistent and match the
experimenter priorities.

Two alternative updating mechanisms with comparable performance, using fixed or stratified weightings, are proposed
in Lu and Anderson-Cook (2012) for improving the search efficiency. This paper demonstrates substantial computational
gains from using the more focused PF search method with fixed weightings. Adapting the focused PF search to use stratified
randomweightings is straightforward. This ensures parallel searches are conducted in diverse directionswith small variation
allowed at each updating step for a given stratum to incorporate theweight specification uncertainty into the search process.
The performance of the search methods can be accessed and compared using the PF growth plot in Section 4, where the
performance is evaluated based on the proportion of optimal designs found within the range of interest with the process
variation accessed using a resampling method.

After obtaining the PF with the focused search algorithm, adapted graphical summaries can identify good solutions
that reflect the user preferences. The adapted FWS plot provides an overall quantitative summary of individual design
performance based on the priorities of the experiment and allows easy comparison between design choices. The FWS
plot reflects not only the range of weights of interest, but also their relative emphasis based on the user-specified weight
distribution. Fig. 10 shows the FWSplot for using two otherweight distributions, (a) Beta (50, 50) and (b) Beta (71, 31), which
differ from Figs. 8(c) and 9. For the centered Beta (50, 50) distribution, design 4 is the universal winner across all possible
weightings. However, for a skewed Beta (71, 31) distribution with more weights on D-efficiency, design 5 is the best choice
across the entire weighting space. Therefore, carefully specifying the weighting distribution to capture the experimenter’s
prioritization of multiple criteria is important for finding the right solution. With minimal additional computational effort,
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(a) Beta (50, 50).

(b) Beta (71, 31).

Fig. 10. FWS plot for target designs from the PF based on D-efficiency and tr(AA′) for different user-specified weight distributions: (a) Beta (50, 50) and
(b) Beta (71, 31).

a sensitivity analysis can easily examine the impact from different weight distributions within a fixed range of weighting
interest.
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